[image: image1.jpg]L H KA

JIANGSU UNIVERSITY








Course name: Computing Methods
Teaching medium: English

A. COURSE DESCRIPTION

Course Code:
Credits: 2.0
Teaching Hours: 32 (Lecture: 32 Programming: 0)
Prerequisite Course: Advanced Mathematics, Linear Algebra, Programming in C++
Major: Computer Science and Technology
Teaching Material: Ayyub and McCuen, Numerical Methods for Engineers, Prentice Hall, 1996.
School: The School of Computer Science and Communication Engineering
B. METHOD OF INSTRUCTION

Teaching , case study and self learning.

C. COURSE OBJECTIVES (five or six objectives; general but comprehensive)
Objective 1: Master the principle of algorithm design and error analysis.
Objective 2: Master the methods for typical numerical calculation.
Objective 3: Be able to design the algorithm for various computing methods.
Objective 4: Be able to adjust the algorithm in special cases.
Objective 5: Be able to transfer problem in real life into mathematical problem.
Objective 6: Be able to choose appropriate methods to mathematical problem.
Objective 7: Be able to design algorithm based on the mathematical solution.


D. COURSE TOPICS/UNITS AND DATES

	Content
	Schedule
	Teaching Method

	
	Teaching
	Practice
	

	Chapter 1 Introduction
	2
	
	(Teaching and case study)

	Chapter 2 Nonlinear equation
	6
	
	(Teaching and case study)

	Chapter 3 Differentiation
	6
	
	(Teaching , case study and self learning)

	Chapter 4 Simultaneous linear equations
	6
	
	(Teaching , case study and self learning)

	Chapter 5 Interpolation
	6
	
	(Teaching and case study)

	Chapter 6 Regression
	6
	
	(Teaching and case study)

	Total
	32
	
	


E. TEXTBOOK(S) AND REQUIRED TOOLS OR SUPPLIES
Textbook (required):  Numerical Methods for Engineers
Supplies and/or tools: 

F. GRADING PLAN

	Method
	Requirement
	Weight
	Remarks

	Assignment
	Assignment
	20%
	

	Mid-term exam
	Close-book
	20%
	

	Final Project
	Close-book
	60%
	


G. COURSE COMPONENT SPECIFICS

Chapter 1 Introduction

Supported Course Objectives: A.1. Master the principle of algorithm design and error analysis. A.3. Be able to design the algorithm for various computing methods. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Contents and Methods

1. Why use computing methods. (Teaching)

2. The task of computing methods. (Teaching and case study)

3. Source of error. (Teaching and case study)

B. Basic requirements for knowledge, ability and quality

1. Understand the nature of the course, tasks and purpose.

2. Understand the source of error, be able to measure error.
C. Key points and difficulties

Key points

1. The tasks of computing methods.


Difficulties

1. The measure of errors.
Chapter 2 Nonlinear equation

Supported Course Objectives: A.1. Master the principle of algorithm design and error analysis. A.2. Master the methods for typical numerical calculation. A.3. Be able to design the algorithm for various computing methods. A.4. Be able to adjust the algorithm in special cases. B.1. Be able to transfer problem in real life into mathematical problem. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Content

1. Problem description. (Teaching)

2. Bisection method. (Teaching and case study)

3. Newton’s method. (Teaching and case study)

4. Secant method. (Teaching and case study)
B. Basic requirements for knowledge, ability and quality

1. Know about the nonlinear equation. 

2. Learn to solve the root of equations using bisection method, Newton’s method and secant method. 

3. Understand the advantages and disadvantages of these methods.
C. Key points and difficulties


Key points
1. Bisection method.

2. Newton’s method.


Difficulties


      1. The construction of iteration formula.
Chapter 3 Differentiation

Supported Course Objectives: A.1. Master the principle of algorithm design and error analysis. A.2. Master the methods for typical numerical calculation. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Content

1. Problem description. (Teaching)

2. Forward divided difference. (Teaching and case study)

3. Backward divided difference. (Teaching, case study, self learning)

4. Central divided difference. (Teaching and case study)
B. Basic requirements for knowledge, ability and quality

1. Know about the differentiation. 

2. Be familiar with three methods to solve differentiation, i.e., forward, backward, and central divided difference. Understand the difference between these methods.
C. Key points and difficulties

Key points

1. Forward divided difference.

2. Backward divided difference.

Difficulties

1. Central divided difference.

Chapter 4 Simultaneous linear equations

Supported Course Objectives: A.1 Master the principle of algorithm design and error analysis. A.2. Master the methods for typical numerical calculation. A.3 Be able to design the algorithm for various computing methods. A.4. Be able to adjust the algorithm in special cases. B.1. Be able to transfer problem in real life into mathematical problem. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Content

1. Problem description. (Teaching)

2. Gauss elimination. (Teaching and self learning)

3. LU decomposition. (Teaching and case study)

4. Gauss-Siedel method. (Teaching and case study)
B. Basic requirements for knowledge, ability and quality

1. Know about simultaneous linear equations.

2. Master the Gauss method and improved Gauss method. 

3. Understand the concept for vector norms and matrix norms. 

4. Master the LU decompose method. 

5. Master the Gauss-Siedel method. 

6. Know the error analysis methods.
C. Key points and difficulties


Key points

1. Gauss elimination.

2. LU decomposition.

3. Gauss-Siedel method.


Difficulties
1. LU decomposition.

2. Gauss-Siedel method.

Chapter 5 Interpolation

Supported Course Objectives: A.1. Master the principle of algorithm design and error analysis. A.2. Master the methods for typical numerical calculation. A.3. Be able to design the algorithm for various computing methods. A.4. Be able to adjust the algorithm in special cases. B.1. Be able to transfer problem in real life into mathematical problem. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Content

1. Problem description. (Teaching)

2. Direct interpolation. (Teaching and case study)

3. Lagrange interpolation. (Teaching and case study)

4. Spline interpolation. (Teaching and case study)
B. Basic requirements for knowledge, ability and quality

1. Know about interpolation.

2. Master the direct interpolation methods.

3. Master the Lagrange interpolation methods.

4. Understand the advantages and disadvantages of these interpolation methods.
C. Key points and difficulties


Key points
1. Direct interpolation. 

2. Lagrangian interpolation.


Difficulties

1. Direct interpolation. 

2. Lagrangian interpolation. 

Chapter 6 Regression

Supported Course Objectives: A.1. Master the principle of algorithm design and error analysis. A.2. Master the methods for typical numerical calculation. A.3. Be able to design the algorithm for various computing methods. A.4. Be able to adjust the algorithm in special cases. B.1. Be able to transfer problem in real life into mathematical problem. B.2. Be able to choose appropriate methods to mathematical problem. B.3. Be able to design algorithm based on the mathematical solution.
A. Content

1. Linear regression.

2. Least square.

3. Non-linear regression.

4. Exponential model.
B. Basic requirements for knowledge, ability and quality

1. Explore several common ways for curve fitting, such as linear regression, non-linear regression. 

2. Understand the principle of least square.
C. Key points and difficulties


Key points

1. Linear regression.

2. Least square.

3. Non-linear regression.


Difficulties

1. Linear regression.

2. Least square.

3. Non-linear regression.
